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1 Recall
Yesterday, we discussed the property of subgradient and we left the proof for

O(f1 + fo)(z) = 0fi(z) + O fa(x)

as an after-class discussion. However, the proof for the “ <= direction is difficult, so we may skip
the general proof here and introduce the following theorem.

Theorem 1. Let fi, fo be convex functions, and
ri dom(f1) Nri dom(fy) # ()
Then O(f1 + f2)(z) = 0f1(x) + Ofa(x), Vo € dom(f1) N dom(fa).

Proof for simple case. First, we claim that for convex function f : R — R U {+oc}. Then
0f (x) = [0-f(x), 0+ f ()]

where 0_ f(z) = lim Hy) = Jiw) and 0, f(x) = lim M
yTz Yy— ylx Yy—x
In fact, by convexity of f,

fly) = F@) S Fo) =F@) o 5 g
Yo — T hh—x -

= f(y2) = f(2) 204 f(x)(y2 —2), Yy >

Similarly, we will also have f(y2) — f(z) > 01 f(x)(y2 — x), Vy2 < .
Thus, this implies that 0, f(z) € 0f(x) and 04 f(x) + ¢ & Of (z), Ve > 0.
Secondly, we will see

I f1+ f2)(x) = [0-(f1 + f2) (), 0L (f1 + fo)] = [O-fi(x) + O_ fo(), 04 f1(z) + Oy fo()]

Yo > Y1 > T —

v

2 Optimality condition of Convex Functions

Recall: Euler’s condition
1. If f € C*(R™), and 2 is a solution to min f(z), then V f(2*) = 0.

zeR™
2. If f(z) is convex, and V f(z*) = 0, then 2" is an optimal solution to the problem m]%n f(z).
xe n
Proposition 2. Ler f : R" — R U {00} be a convex function. Then

x € dom(f) be a local minimum of f.
< x € dom(f) is a global minimum of f
<~ 0€Jf(x)
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Proof. 1. If 0 € Of(x), then f(y) > f(x) + (0,y —z), Vy € R™
This implies that x is a global minimizer.

2. If z is global minimum, then it is clear that z is a local minimum.

3. If z is a local minimum of f, then

f(z) < f(2), Vze€ B(x)
Let y € R" be arbitrary, then for A > 0 small enough such that z = z + A\(y — x) € B.(z).
Then, we can deduce that

f@) < fle+AMy—=)) = f((1-Nz+Ay)
< (1T=XNf(z)+ Mf(y) (.- f is convex)
> Af(x) +(0,y — ), VyeR"

-0

= fly)=[fz)  (-A>0)
Thus, this implies that 0 € 0 f(z).

— M)

O
Remarks. Let X C R" be a convex set. We define
0 , veX
Ix(x):=
4o , € X

is a convex function, and the subdifferential of [ is
Olx(x) ={veR": (v,y—x) <0, Yye X}
for all z € X. Alternatively, we say
v € dlx(x) <= Ix(y) > Ix(z) + (v,y —x), YyeR"
<~ 0>0+(v,y—2x), Yye X

Proposition 3. Letr f : R" — R U {+o0} be a convex function and X = dom(f). Then x* € X be a
solution to the problem

min f(z) = min f(z).
if and only if there exists v* € Of(x*) such that (v*,y —x*) >0, Vy € X.
Remarks. In the past, we treat X = dom(f) is an optimization under constraint.
Proof. Note that
x™ is a solution to min f(x)
<= 2" is a solution to m%gn flx) + Ix(z)
TER™
= 0€0(f+Ix)(z") (by the previous proposition)

and O(f + Ix)(z*) = 0f (x*) + OIx(x") by the property of subgradient.
This is equivalent to

<= dv € R" such that v* € Jf(z") and —v* € OIx(x™)
< " € df(e")and (—v*,y —x) <0, Vye X
<= Fv* € Of(x") such that (v*,y —x) >0, Vye X
and thus complete the proof. [
— End of Lecture 14 —
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